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Abstract: The problem of finding of nearest neighbors from the data set for a given query is 

considered. The important applications for different data types when the NN algorithms may be applied 

are enumerated namely for Textual data, Image data and Genome data. For each individual case the 

models under consideration (data representation type, similarity measure etc.) are those, which keep in 

view the specifications from practice. 
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1. Introduction 

Let we have some set ܸ and some distance measure ݑ)ߩ, ,ݑ between two elements (ݒ  of V. For ݒ

arbitrary subset ܣ and vector ݔ by ݔ)ߩ, ,ݔ)ߩ we denote the following (ܣ (ܣ = ݉݅݊∈ ,ݔ)ߩ ܽ). The 

subset ܨ ⊆ ܸ and a vector ݔ ∈ ܸ are given. Consider the problem of finding the nearest elements (by 

means of distance ݑ)ߩ,  named as NN (nearest neighbor). In other words it is required ݔ from ܨ of ((ݒ

to find the set࣭ = ݕ} ∈ ܨ ,ݔ)ߩ (ݕ = ,ݔ)ߩ ⁄{(ܨ . The other variation of the problem also often 

considered named as “k-nearest neighbors” or short “k-NN” problem which consist in finding a set ࣭ 

such that: 

I. |࣭| = ݇; 

II. ∀ݕ ∈ ࣭ and ∀ݖ ∈ ,ݔ)ߩ ,࣭\ܸ (ݕ ≤ ,ݔ)ߩ  .(ݖ
Keeping in mind the big volume of F which may considered in applications the main requirement is to 

exclude the linear scan which can made the problem practically unsolvable. The approximate variant of 

the problem is also considered named as approximate nearest neighbor problem [Andoni, 2009; Gionis, 

1999]. 

There are a large amount of literature devoted to case when ܸ = {0,1}, and ∀ݔ, ݕ ∈ ܸ by ݔ)ߩ,  (ݕ
is denoted the Hamming metric for example [Gionis, 1999; Rivest, 1974; Aslanyan, 2013; Aslanyan, 
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Danoyan, 2013; Aslanyan, 2014], etc. The ܴ where ܴ is the set of reals under metric of ߩ is also 

under consideration, where ߩ(ݔ, (ݕ = ට∑ ݔ| − |ୀଵݕ
 for any ݔ, ݕ ∈ ܴ. The aim of this paper is 

to bring survey on known applications where nearest neighbor method may be applied. 

 

2. Orthography Correction with Dictionary  

Let we have a dictionary of any language. Someone insert a word which may, in fact, contain an 

orthographic error. The aim is to detect the error. There are types of errors which can occur more likely: 

namely one can miss some character, type other character instead of right character or type an 

excessive character. Here we demonstrate the mentioned types of errors on word “character”: 

― caracter (missed the letter “h” after “c”); 

― charakter (instead of letter “k” mast be “c”); 

― charactere (letter “e” at the end is excessive). 

The technic is the following: as a set F mentioned above we keep the set of orthographic forms of 

words of the language. The distance between words we consider the edit distance [Wagner, 1974]. So 

for the typed word we find the nearest neighbors from F by means of edit distance, which can allow 

correcting the error in the typed word. 

 

3. Text Categorization 

Let we have a set of documents ܦ = {݀ଵ, … , ݀} and set of categories ܥ = {ܿଵ, … , ܿ}. For each 

document   ܦ, ݆ = 1,… , ݊ we have a label denoted as ݕ ∈  .ܥ

The problem is for unknown test instance ݀ to predict the value of category vector [Sebastiani, 2002] or 

more formally it is required to approximate the unknown function Φ:ܦ → (݀)where   Φ ܥ = ܿ ⟺ document ݀ belongs to class ܿ for some ݅ ∈ {1,… , ݇}. (3.1)

The more general case when the classes may overlap can be considered [Sebastiani, 2002]. The text 

categorization problem is naturally arises in many applications. We mention the following [Sebastiani, 

2002], [Aggarwal, 2012]:  
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Document Filtering. Let we have a collection of news articles. As the number of electronic articles 

written per day may be very big so it will become necessary to create a system which will automatically 

label each article to corresponding class (for example politics, art, science, business, sport, technics 

etc). 

 

Document organization and retrieval. Let one has an electronic collection of text documents 

(scientific articles, news articles, web collections, etc.). It is required to organize document hierarchically 

such, that the browsing and retrieval will be efficient. 

 

Spam Detection. When one receive the electronic email it may be spam. So in order to prevent the 

loss of user’s time for reading it one need to categorize it spams or not spam. 

For other possible applications we will refer to [Sebastiani, 2002; Aggarwal, 2012]. 

 

3.1. Text Representation 

At first we have to represent the text document (which may be for example in format pdf, docx, etc.).  

The one of possible approaches is “bag-of-words” [Sebastiani, 2002] when each document is 

represented as ݀ = …,ଵݓ) ,   is the weight of ithݓ |்|), where T is a set of all possible terms, andݓ

term in jth document. The set of all words occurring at least in one of the documents can be considered 

as T [Aggarwal, 2012, Salton, 1988, Sebastiani, 2002]. The articles (a/an/the etc), prepositions, 

conjunctions etc. and topic-neutral words are ignored. The second stage is stemming [Sebastiani, 2002] 

(grouping the words having the same morphological root). 

There are different ways of defining weight [Sebastiani, 2002; Aggarwal, 2012; Salton, 1988]. One of 

the simplest ways is the following (also called the set-of-words representation): ݓ = 1 if ith term 

appear in jth  document and ݓ = 0 otherwise. In general weights belong to range [0,1]. 

Probably one of the most used weighting method is: ݓ൫݀, ൯ݐ = ߶(݀, (ݐ log జ(௧ೕ) , (3.1.1) 

where ߶(݀,  denotes the document (ݐ)߭  occurs in ݀, andݐ ) denotes the number of timesݐ

frequency of term ݐ, that  is, the number of documents in ܶݎ in which ݐ occurs.  
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In order for the weights to fall in the [0,1] interval and for the documents to be represented by vectors of 

equal length, the weights resulting from ݓ൫݀,  ൯ are often normalized by cosine normalization, givenݐ

by the following formula  

ݓ = ௪൫ௗ,௧ೕ൯ට∑ ௪ೖ||ೖసభ . (3.1.2) 

 

Although normalized ݓ൫݀,  ,൯ is the most popular one, other indexing functions have also been usedݐ

including probabilistic techniques [Sebastiani, 2002; Salton, 1988]. 

The function representing the similarity of two document representing vectors may be useful, which 

may be defined as: ߩ൫݀, ݀൯ = ∑ |்|ୀଵݓݓ . (3.1.3) 

 

Mention that in case of binary text representation function defined by (3.1.3) coincides with hamming 

metric.  

 

3.2. Text Classification Using NN Method 

The dimensionality reduction technics may be applied to decrease the dimensionality of data type. For 

a survey for such technics we refer to [Sebastiani, 2002; Yang, 1997]. 

The nearest neighbor methods may be applied by the following way: Let the set of nearest neighbors of 

document d be the (݀భ, … , ݀ೖ) and(ݕభ, … , ܤ ) are the corresponding labels. Now letݕ ={݀ ∈ ௫ܨ Φ(݀)⁄ = ܿ}. The label of document d to be classified will be assigned a label ݕ where y 

defined as  ݕ = argmax  |. (3.2.1)ܤ|

As we already mentioned that this approach may easily be generalized for case with overlapping 

classes, i.e. the sample may belong to more than one class. 
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4. Human Pose Estimation 

The articulated pose estimation problem is formulated as follows [Shakhnarovich, 2005; Shakhnarovich, 

2003]. We are given an image which contains a human body. We also have an articulation model – a 

model of the body that describes the current 3D body configuration in terms of a set of limbs and 

rotational joints that connect them into a tree structure. 

One can synthetically generate image of a humanoid with a computer graphics program like Poser 

(Figure 4.1). That image will correspond to the articulated model. The model is shown by plotting 2D 

projections a number of key joints (crosses) and the lines connecting them, which roughly correspond 

to limbs Figure 4.2. This model may be described by set of numbers, namely the coordinates of the 

joints. In fact, there are hundreds of parameters in these numbers that affect the resulting image: the 

articulated pose of additional body parts not accounted for by this coarse model, such as fingers; shape 

of the actual body parts, facial expression etc. Added to that could be the parameters that describe the 

scene, the objects in the background etc.  

The goal of a computer graphics program like Poser is to start with these parameters and produce a 

realistic image.  

The goal of computer vision is the opposite. In the context of articulated pose estimation this goal is to 

start from the Figure 4.1, and recover the relevant parameters (Figure 4.2) of the representation that 

“generated” the image, while ignoring the nuisance parameters. 

 

  

Figure 4.1 Figure 4.2 
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4.1. Example Based Pose Estimation 

Now let we have a human image I represented as vector ݔ (ݔ belongs to some vector space ܺ) and we 

want to retrieve the corresponding parameter vector denoted by ߠ belonging to some metric space Θ 

[Torralba, 2008]. The distance between two vectors ݍ, ݐ ∈ Θ will be denoted by ߩ(ݍ,  We also .(ݐ

have for some image feature vectors ݔଵ, ,ଵߠ . their corresponding parameter vectors i.eݔ⋯,ଶݔ ⋯,ଶߠ ,  . In example in the previous section parameter vector corresponding to image are theߠ

angles between those parts of body which are connected by joints (Figure 4.2). One approach to 

estimate ߠ based on k-NN is [Cover, 1968] ߠ = ଵ ∑ ௫∈ிೣ,ೖߠ . (4.1.1) 

For theoretical ground of formula (4.1.1) we refer to [Cover, 1968].  

In formula (1) the unknown parameter is estimated by using parameters corresponding to k nearest 

neighbors of ݔ by means of metric ߩ. Let us mention the following two difficulties in connection to 

formula (4.1.1): 

― When the dimension of space ܺ is big which is usual for multimedia applications the problem of 

searching k-NN may become to linear scan which is unacceptable in practice [Gionis, 1999]. 

Mention that in [Gionis, 1999] proposed method for approximate nearest neighbor search in 

sublinear time.  

― The parameter values corresponding to k nearest neighbors of x may not be “close” to ߠ by 

means of metric ߩ௵ (Figure 4.1.1).  

To come over the mentioned problem it is proposed [Shakhnarovich, 2005; Shakhnarovich, 2003; 

Torralba, 2008; Cipolla, 2013; Shakhnarovich, Darrel, Indyk, 2005] to consider the hash schema ܪ = {ℎଵ, … , ℎ}, ܪ:ܺ → : and ℎܧ ܺ → {0; 1} such that the length of the hash code will be 

relatively small (to perform effective nearest neighbor search) and the “close” points in Θ by means of 

metric  ߩ will have “close” hash values in corresponding Hamming space with high probability. 

We will treat the similarity as some binary relationship ܵ: ܺଶ → {−1,+1} [Shakhnarovich, 2005], i.e. 

we will suppose two human images ܫଵ and ܫଶ are similar if ܵ(ݔଵ, (ଶݔ = 1 and are not similar if ܵ(ݔଵ, (ଶݔ = −1. In [Shakhnarovich, 2005] it is considered the case when  

,ଵݔ)ܵ  (ଶݔ = ൜+1		݂݅	ߩ(ߠଵ, (ଶߠ ≤ ,ଵߠ)ߩ	݂݅	1−,ܴ (ଶߠ > ܴ,  
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for some predefined value of ܴ, where ݔଵ and ݔଶ are the corresponding feature vectors of ܫଵ and ܫଶ. 

The meaningful interpretation of this formula in context of pose estimation problem is the following: two 

images are similar if they have “close” poses or “close” values of joint angel vectors. 

 

Figure 4.1.1 

The general structure of hash function is [Shakhnarovich, 2005; Shakhnarovich, 2003; Torralba, 2008]: (ݔ)ܪ = (ℎଵ(ݔ), … , ℎ(ݔ)), (4.1.2) 

where  ߙଵ, … ,   . are real numbersߙ

Each ℎ ݅ = 1,… , ݊ has the form [Shakhnarovich, 2005; Shakhnarovich, 2003]: 

ℎ்,(ݔ) = ൜1 ݂݅ ݂(ݔ) ≤ ܶ,0 ݂݅ ݂(ݔ) > ܶ, (4.1.3) 

where ݂ : ܺ → ܴ and ܶ is some threshold.  As ݂ one can usually use the projection function 

[Shakhnarovich, 2005; Shakhnarovich, 2003; Gionis, 1999], i.e. ݂(ݔ) =  ௗ is denotedݔ ௗ, where byݔ

the dth component of the vector ݔ. 

With each function ℎ we can define a classifier by the following way ܿ(ݔ, (ݕ = ൜+1, ݂݅	ℎ(ݔ) = ℎ(ݕ)−1, 						.݁ݏ݅ݓݎℎ݁ݐ  
As a measure of classification accuracy we will consider the following two values: expected true 

positive rate ܴ௧ = E(௫,௬)ௌ(௫,௬)ୀାଵ[Pr	(ܿ(ݔ, (ݕ = +1)] 
and expected false positive  rate 
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ܴ௧ = E(௫,௬)ௌ(௫,௬)ୀିଵ[Pr	(ܿ(ݔ, (ݕ = +1)]. 
These values will be estimated from the available examples of similar and dissimilar pairs 

[Shakhnarovich, 2005; Shakhnarovich, 2003]. The empiric true positive rate will be denoted as ܴ௧ = ,ݔ)}| (ݕ ,ݔ)ܵ ⁄(ݕ = +1, ,ݔ)ܿ (ݕ = +1}|. 
By the same manner we will denote the false positive empirical rate: ܴ = ,ݔ)}| (ݕ ,ݔ)ܵ ⁄(ݕ = −1, ,ݔ)ܿ (ݕ = 1}| 
The algorithm computing the optimal value of the threshold is brought in [Shakhnarovich, 2005]. 

Below the Algorithm 4.1.1 which computes the value of n and constructs the hash-function ܪ:ܺ →  ܧ

is brought: 

 

Algorithm 4.1.1: Similarity Sensitive Coding 

Given: Set of similarity-labeled pairs ((ݔଵ, ,(ଵݕ ݈ଵ), … , ,ேݔ)) ,(ேݕ ݈ே),  
Given: Lower bound on ܴ௧ − ܴ gap ܩ 

Output: Embedding ܪ: ܺ →  .  (n to be determined by the algorithm)ܧ

Let ݊:= 	0. 

Assign equal weights ܹ(݅) 	= 	1/ܰ to all N pairs. 

for all d = 1, . . . , dim(X) do 

Let ݂(ݔ) = ௗݔ   

Apply Algorithm of finding best threshold to obtain a set of m thresholds { ௧ܶௗ}௧ୀଵ  and associated true 

positive { ܴ௧ௗ }௧ୀଵ  and false positive { ܴௗ }௧ୀଵ  rates  

for all ݐ	 = 	1, . . . , ݊ do 

if ܴ௧ௗ − ܴௗ ≥ =:݊ then ܩ ݊ + 1; ℎ(ݔ) = ℎ, ்(ݔ); 
end for 

Return H = [ℎଵ, … , ℎே]  
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5. Genomic Sequence Processing 

The nearest neighbor approach has also many biological applications.  Let we have a finite alphabet Σ 

(for biological applications it is useful to consider when |Σ| = 4 and |ߑ| = 20 corresponding to the 

cases of nucleotide sequences and amino-acid sequences). Let us consider two strings ܽ =ܽଵܽଶ …ܽ and ܾ = ܾଵܾଶ …ܾ, where ܽ ∈ Σ, ܾ ∈ 1 ,ߑ ≤ ݅ ≤ ݊, 1 ≤ ݆ ≤ ݉. To refer the ith 

element of string a we will use the notation ܽ[݆]. For ݅ < ݆ we use ܽ[݅, ݆] as an alternative notation of 

string ܽ[݅]… ܽ[݆]. Consider we have an operation of insertion the symbol “-” somewhere in string ܽ	or ܾ. 

An alignment (global) [Gusfield, 1997; Mount, 2013] ܣ of two strings ܽ and	ܾ is a finite set of 

transformations by inserting the symbol “-” in ܽ or ܾ, such that after these transformations we get 

correspondingly the sequences ܽᇱ and ܾᇱ of the same length ݈.  
We escape the case when ܽᇱ[݅] = ܾᇱ[݅] = " − " for some ݅, 1 ≤ ݅ ≤ ݈.  Let us denote the set of all 

possible alignments by ࣛ. It is obvious that ࣛ is finite. For each alignment A we define its value 

ܵ(ܽ, ܾ) = ∑ ,[݅]ᇱܽ)ݏ ܾᇱ[݅]) ୀଵᇲ[]ஷ"-" or ᇲ[]≠"-"  

− (5.1) ,ݓ݇

where	ݏ is a some function defined over ߑ ×  is a ݓ k is the number of symbols “-” in alignment and ,ߑ

number which can be interpreted as a “cost” of each occurrence of symbol “-”. The function ݏ can be 

represented as a matrix of size |ߑ| ×  Such matrixes are called substitution matrixes. For detailed .|ߑ|

information about calculation of these matrixes we refer to [Dayhoff, 1978; Henikoff, 1992]. 

The optimal alignment is an alignment ܣ such that has maximal value which we will denote by ܵ(ܽ, ܾ). ܵ(ܽ, ܾ) = max∈ࣛ ܵ(ܽ, ܾ). (5.2) 

The local alignment is alignment of substring ܽ[݅, ݆] and ܾ[,  such that have the maximal value of [ݍ

global alignments overall substrings of ܽ and ܾ, i.e. 

ܵ(ܽ, ܾ) = max ஸஸஸஸஸஸ ܵ(ܽ[݅, ݆], ,]ܾ  (5.3) .([ݍ

We call the number ܵ(ܽ, ܾ) the value of local alignment. Algorithms computing local and global 

alignments for given two sequences and substitution matrix were brought in [Needleman, 1970; Smith, 

1981]. 

Now let we have a set of strings maybe of different lengths. For the given sequence it is required to find 

all sequences most “similar” to the given sequence by means defined above (the score of local or 



International Journal "Information Technologies & Knowledge" Volume 9, Number 3, 2015 

 

 

233

global alignment is maximal). The mentioned problem named as sequence nearest neighbor problem. 

There may be different variations of notion “similarity” namely gaps may be allowed with different cost 

functions [Waterman, 1976], or the edit distance and some other distances may be considered. The 

appropriate selection of similarity measure depends on concrete application.  
 

6.1 Search for Homologous Proteins 

At the present there are available many protein databases [Altschul, 1990]. For the new sequenced 

protein/gene etc. the problem rises to find its properties/functions [Mount, 2013; Gabaldon, 2004; 

Sleator, 2010]. The experimental way may be costly by means of time/money etc. One of the possible 

approaches based on homologous proteins with known functions. Two sequences will be called 

homologous if they have the same ancestor. Proteins having similar sequences are usually 

homologous. So the function of unknown protein may be predicted by knowing the function of 

homologous (similar) proteins. 

There exist empiric algorithms finding similar sequences for a given sequence (Blast, Fasta etc.) 

[Mount, 2013; Gusfield, 1997; Altschul, 1990]. Here the meaningful implementation of the algorithm 

BLAST for proteins [Mount, 2013] is brought below: 

Input: Query sequence S[1,n] 

― For each sequence a list of words of length 3 L={S[1,3], S[2,4],…,S[n-2,n]} using substitution 

matrix Blossum62 construct all words with alignment score ≥some threshold T. Such words 

will be called hits; 

― For each hit scan the database for exact-match; 

― Extend the alignment. 

Return high-scoring alignments. 

Mention that BLAST is heuristic algorithm. For analyzing of implementation we refer to [Altschul, 1990]. 
 

6.2 Protein Secondary Structure Prediction 

Now let we have a protein database and for each protein the corresponding secondary structure is 

available in database. For the protein with unknown secondary structure it is required to predict its 

secondary structure using the database. The nearest neighbor method may be applied also, to keeping 

in mind the hypothesis that the homologous sequences have the same secondary structure tendencies 

[Levin, 1986]. The algorithm described in [Levin, 1986; Levin, 1997] and [Keedwell, 2005] 
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Algorithm 6.2.1 

Input Sequence S of length n, integer m, threshold q. 

For each k=1, k≤n-m+1, k++ 

find set ܨௌ, of sequences of length m from database which align with S[k,k+m] with score ≥q. 

Consider the matrix a n×p comment: p-the number of secondary structure conformation, usually p=3, 

[Keedwell, 2005].  

In the ith row and jth column of the matrix write sum of all alignment scores in ܨௌ,where in the i-th place 

corresponds j-th secondary structure conformation. 

Return ߙଵ, … , ߙ  whereߙ = maxୀଵ,…, ܽ. 

 

For example of the performance of algorithm we refer to [Keedwell, 2005].  

 

Conclusion  

The problem of nearest neighbor search becomes important in many applied domains such as: 

― Textual data mining (document filtering, spam detection, plagiarism detection, etc.), 

― Machine vision (human pose estimation, image classification, image search, etc.),  

― Computational biology (Search for homologous proteins, protein secondary structure 

prediction, etc.). 

The major difficulty is the amount of available data, when the linear scan becomes practically 

unrealizable. So the requirements on algorithm are to consider data points from the database as few as 

possible and to be effective from computational viewpoint.  
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